Raman lidar measurements of water vapor and cirrus clouds during the passage of hurricane Bonnie


Abstract

The NASA/GSFC Scanning Raman Lidar (SRL) was stationed on Andros Island in the Bahamas during August - September, 1998 as a part of the third Convection and Moisture Experiment (CAMEX-3) which focused on hurricane development and tracking. During the period August 21 - 24, hurricane Bonnie passed near Andros Island and influenced the water vapor and cirrus cloud measurements acquired by the SRL. Two drying signatures related to the hurricane were recorded by the SRL and other sensors. Cirrus cloud optical depths (at 351 nm) were also measured during this period. Optical depth values ranged from approximately 0.01 to 1.4. The influence of multiple scattering on these optical depth measurements was studied with the conclusion that the measured values of optical depth are less than the actual value by up to 20%. The UV/IR cirrus cloud optical depth ratio was estimated based on a comparison of lidar and GOES measurements. Simple radiative transfer model calculations compared with GOES satellite brightness temperatures indicate that satellite radiances are significantly affected by the presence of cirrus clouds if IR optical depths are approximately 0.02 or greater. This has implications for satellite cirrus detection requirements.
1 Introduction

Raman lidar has long been regarded as one of the leading techniques for remotely quantifying numerous atmospheric parameters including water vapor, aerosols, temperature and clouds. Due to this broad measurement capability, the NASA/GSFC Scanning Raman Lidar (SRL) was selected to participate in the NASA sponsored CAMEX-3 (third Convection and Moisture Experiment) hurricane study program which occurred during the months of August and September, 1998. The SRL was stationed on Andros Island, Bahamas during the experiment and acquired nearly daily measurements of water vapor, aerosols and clouds. SRL measurements of the variation of water vapor and cirrus clouds during the passage of hurricane Bonnie from August 21 - 24 are presented here. Significant drying episodes which are likely are due to mid-troposphere subsidence are examined. Cirrus cloud optical depth are quantified after the influence of multiple scattering on optical depth measurements is estimated. Cirrus cloud optical depths measured in the ultraviolet region of the spectrum are then translated to optical depths at the 11 and 12 micron channel location of the GOES satellite. Using these IR optical depth values, the influence of hurricane-induced cirrus clouds on GOES retrievals are studied by comparing radiative transfer model simulations to retrieved surface temperatures and precipitable water.

2 CAMEX3

Errors in prediction of hurricane track and thus landfall location are both dangerous for inhabited areas and can lead to unnecessary evacuation expense. And yet, small changes in initial atmospheric conditions can lead to large differences in the forecast of hurricane track and intensification [22]. Because of this, CAMEX-3 was sponsored by NASA's Atmospheric Dynamics and Remote Sensing Program with the goal of acquiring detailed measurements of water vapor, temperature and winds which can be used to help improve hurricane tracking and intensification model initialization and forecasting. Several instrumented aircraft were based at Patrick Air Force Base in Florida and made numerous flights in and near hurricanes Bonnie, Danielle, Earl and Georges as a part of this effort. Active and passive remote sensing instruments on board these aircraft were used to measure numerous atmospheric parameters including water vapor, winds, temperature, rainfall velocities and lightning (http://ghrc.msfc.nasa.gov/camex3/).

A highly instrumented ground station was established on Andros Island in the Bahamas at the U. S. Navy's Atlantic Undersea Test and Evaluation Center (AUTEC) as a part of CAMEX-3. Analysis of historical data indicated that the prevailing winds at AUTEC are out of the southeast during hurricane season. This indicated that this land-based location on the windward coast of the island should give a good representation of the water vapor conditions over the open ocean. In addition to the SRL, this site included a University of Wisconsin Advanced Emitted Radiance Interferometer (AERI) [10], radiosonde launches provided by both NASA/GSFC Wallops Flight Facility and University of Wisconsin, Global Positioning System (GPS) measurements of total precipitable water, Cimel sun photometer measurements of total precipitable water and aerosol optical depth at several wavelengths [23], chilled mirror hygrometer (http://www.humid.com/geiindex.html) measurements of relative humidity as well as standard ground measurements of temperature, pressure and relative humidity.

The ground station served two main functions during CAMEX-3: 1) as a calibration and validation facility for CAMEX-3 and 2) as a source of highly detailed, long term measurements of water vapor, aerosols, temperature and other parameters in the sub-tropics during hurricane season. Throughout the experiment, the research aircraft made nu-
numerous calibration/validation overflights of Andros Island allowing ground-based and airborne measurements of water vapor, temperature and winds to be compared. In this paper, we will describe a short segment of the nearly 2 months of measurements acquired at the ground facility: a 4 day sequence of water vapor and cirrus cloud measurements taken between August 21 and 24, 1998 when hurricane Bonnie was in the vicinity of Andros Island. The Scanning Raman Lidar and the other water vapor measuring instruments used in this study will next be briefly described.

3 The Scanning Raman Lidar

The Scanning Raman Lidar is a mobile lidar system designed to measure water vapor [17] [32], aerosols [11] [13], cloud liquid water [18], cloud droplet radius and number density [33], cloud base height [4] and upper tropospheric temperature [9]. The SRL detects light backscattered by molecules and aerosols at the laser wavelength as well as Raman backscattered light from water vapor (3657 cm⁻¹), nitrogen (2329 cm⁻¹), and oxygen (1555 cm⁻¹) molecules. The SRL employs two different lasers for its measurements; a XeF excimer laser (351 nm output) for optimized nighttime measurements and a tripled Nd:YAG laser for daytime measurements. The receiving telescope is a 0.76 m, F/5.2, variable field-of-view (0.25 - 2.5 milliradians) Dall-Kirkham system mounted horizontally on a 3.7m optical table. The telescope field-of-view is steered with a large (1.2m x 0.8m), motorized flat mirror which rotates on a horizontal axis and is also mounted on the optical table. The optical table can be slid out the back of the trailer to allow atmospheric profiles to be acquired at any angle in the plane perpendicular to the trailer or continuously scanned from horizon to horizon. Alternatively, the lidar system may be operated completely inside the trailer by directing the output laser beam through one of three windowed openings in the trailer. This allows vertical measurements and measurements at 5-10 degrees above the horizon in either direction to be acquired. It also allows measurements to be made during rainfall. All of the SRL instrumentation, including lasers, large aperture telescope and data acquisition electronics, is housed within a single environmentally controlled mobile trailer which also has separate areas for new experiment development and work space for several experimenters to perform data acquisition and data analysis. More information on the lidar instrument has been published recently [33] and is available at our website http://virl.gsfc.nasa.gov/srl/index.htm. The SRL measurements acquired during the passage of Bonnie were made during the nighttime to maximize the signal to noise ratio of the data.

4 Water vapor measurements

The additional instruments that measured water vapor at the Andros ground-site will be briefly described here after which the water vapor measurements acquired by these instruments will be discussed.

4.1 CAMEX-3 ground site water vapor instrumentation

Total precipitable water vapor (TPW) measurements from several different instruments have been analyzed as a part of this study. These instruments are the SRL, Trimble SSi GPS (U. Wisc.), Vaisala RS-80 radiosonde (U. Wisc.), VIZ hygristor radiosonde (WFF), Cimel sun photometer (NASA/GSFC), GOES satellite, and a combined technique that uses the AERI (U. Wisc.) and GOES. All of the ground-based instruments except the Cimel sun photometer were situated within a 100m radius approximately 1 km from the east coast of Andros Island. The sun photometer was located approximately 1 km west of the other instruments. The SRL measurements were limited to the nighttime periods while the sun photometer data were limited to daytime. The instruments use different techniques to make their measurements of TPW which can influence the values derived. Those techniques will be briefly summarized here.

The SRL measures a profile of water vapor mixing ratio which, for the purposes of these comparisons here, have been calibrated with respect to 15 radiosondes launched during CAMEX-3. While it is possible to calibrate a Raman lidar absolutely [25], we have found that by carefully selecting radiosonde data [12] and by using a nitrogen filter calibration transfer technique [32], excellent stability in the lidar calibration constant can be maintained. From the first field deployment of the SRL for the Spectral Radiance Experiment in Coffeyville, Kansas in 1991 [7] until the CAMEX-3 deployment in 1998, the calibration constant of the SRL determined by comparison with a selection of Vaisala radiosonde data was 7.6 ± 0.2. This is the number by which the ratio of water vapor and nitrogen lidar signals must be multiplied to obtain water vapor mixing ratio. This indicates a standard deviation of the calibration constant of approximately ±3% over almost 7 years. Optical modifications made to the SRL prior to the CAMEX-3 deployment have increased the SRL calibration constant by approximately 15%. This new constant has been used to analyze the data presented here.

The University of Wisconsin AERI instrument measures infrared radiation between approximately 3 and 20 mi-
The measurement of total precipitable water vapor using ground-based GPS receivers is accomplished by estimating the excess zenith-scaled signal delay caused by the neutral atmosphere [6]. The measurement uses observations from all GPS satellites in view at a fixed site, and requires improved GPS satellite orbits and Earth orientation parameters that are supplied by any one of the International GPS Service Orbit Centers [3]. The signal delays are caused by changes in atmospheric refractivity associated with temperature, pressure, and water vapor along the paths of the signals within a radius of about 11 km of a site in the mid-latitudes.

During CAMEX-3, two different software packages and improved GPS satellite orbits were used to estimate the zenith tropospheric delays from the data acquired at Andros Island. One estimate was made by the NOAA Forecast Systems Laboratory (FSL) in Boulder, Colorado using GAMIT software developed by the Massachussets Institute of Technology and improved orbits provided by the Scripps Orbit and Permanent Array Center (SOPAC) at the Scripps Institution of Oceanography. Another estimate was made by the GPS Science and Technology (GST) program within the University Consortium for Atmospheric Research (UCAR) in Boulder, using Bernese software developed by the University of Bern and CODE Astronomical Institute orbits from the University of Bern.

The relative calibration of these instruments (or in the case of GPS, the data processing techniques) has been studied for the Bonnie passage period of August 21 - 24. The differences in TPW based on this 4-day sequence of data are shown in figure 1 using the GAMIT-processed GPS precipitable water vapor measurements as a baseline.

The high bias in the Cimel sun photometer of approximately 10% is consistent with other investigations. It should be noted, though, that this comparison is based just on two days of measurements since the instrument was dismounted during the day on August 22 as a part of hurricane preparations at AUTEC.

Discounting the Cimel, the water vapor instruments' relative calibrations agree to within approximately +/- 4%. The SRL is approximately 1% wetter than the baseline GAMIT GPS data while the Bernese processed GPS data were approximately 3% wetter than the baseline. The relative difference between the two methods of GPS processing is consistent with other investigations [21]. It is thought to come from slight differences in data processing strategies. The VIZ and Vaisala radiosondes were within 1-2% of the baseline with the VIZ showing wetter measurements than the Vaisala. The AERI-GOES retrievals were the drieist of the group with average values approximately 4% lower than the baseline.

The results shown in figure 1 are an indication of the challenges inherent in accurate measurement of atmospheric precipitable water vapor. Based on previous studies of such differences [21] and discounting the Cimel measurements, this level of agreement is actually quite good. While the uncertainties in the water vapor measurements presented here can translate into significant errors in radiative transfer calculations [7], they nonetheless represent significant improvements in the quality of data typically available in the sub-tropics for studying hurricane evolution (e.g. radiosondes alone).
Figure 1: Precipitable water vapor differences among the various sensors stationed at Andros Island Bahamas during the period August 21-24 when Hurricane Bonnie passed nearby. The baseline for the comparison is the GAMIT processed GPS data.
4.2 Precipitable water vapor measurements during the passage of hurricane Bonnie

Bonnie became a hurricane on the evening of August 22, 1998 at a point eastward of the Bahamian islands. The GOES water vapor image of Bonnie at 0615 UT is shown in figure 2. Andros Island is indicated by the white box.

Over the next 4 days Bonnie followed a generally northwest track striking the mid-Atlantic coast of the United States on the evening of August 26. The point of closest approach to Andros island was at a distance of approximately 500 kilometers to the east northeast of Andros (24.7 N, 77.8 W) on the evening of August 24. Figure 3 shows TPW measurements made by the ground-site instruments during the passage of hurricane Bonnie. As Bonnie approached Andros over the period of August 21 - 22, there was a distinct drying indicated by all instruments during this period. Values of precipitable water vapor changed from approximately 60 mm on August 21 to approximately 40 mm on August 22. We believe this drop in TPW to be due to mid-tropospheric subsidence and drying due to the hurricane. During August 22 and most of August 23 the TPW shows a gradual moistening to values of approximately 50 mm by midday on the 23rd as the subsidence region moved to the west of Andros. Later on August 23 and into August 24, a developing wave disturbance over the gulf of Mexico blocked and reversed the westward movement of the dry region. This resulted in a secondary dry feature in the Andros TPW measurements by 0000 UT on the 24th.

While the general agreement in the TPW measurements reported by the various sensors is quite good, there are interesting discrepancies to mention. The high bias in the Cimel measurements is evident. Differences among the other instruments can be explained at least in part by the fact that the instruments use different techniques to make their measurements of precipitable water vapor which can influence the values derived. For example, in general the SRL and GPS values compare well. However, the SRL data acquired on August 22 are in general lower than either of the GPS retrievals. This may be due to the volume averaging that occurs as a result of using 6-10 more-or-less randomly distributed GPS satellites to measure the zenith-scaled tropospheric signal delay. Satellite imagery tends to support this conclusion as well. The GOES-8 images such as the one shown in figure 2 indicate that for much of the night of August 22 UT, the Andros ground site was at the edge of the dry region. The SRL measurement of TPW was made directly over the ground site while the GPS averaged over a region which included more moist air from surrounding regions.

Another example of a discrepancy between the GPS and the SRL that can be explained by the averaging volume used is seen in the data of August 24. Here a difference of up to 8 mm is seen between the SRL and GPS TPW values. This can be explained by the presence of localized clouds and showers over the Andros ground site during the night of August 24 which greatly increased the TPW measured by the lidar but which did not significantly affect the GPS measurements.

4.3 Water vapor evolution as a function of height

The profile measurements of water vapor made by the SRL can be used to study the height dependence of the changes in precipitable water seen in figure 3. The SRL water vapor measurements have been divided into layers and integrated.
Figure 3: Evolution of precipitable water vapor as measured by Raman lidar, AERI+GOES, GPS (with two different processing algorithms), two types of radiosonde and sun photometer. Two drying periods associated with mid-tropospheric subsidence are evident: early on August 22 and August 24 (UT). All sensors agree in general trends but there are specific differences that can be attributed to measurement techniques. See text for details.
Figure 4: The precipitable water vapor measured by the lidar has been separated into the contributions due to the layers 0-1 km, 1-2 km, 2-3 km, 3-4 km, 4-5 km and 5-8 km. This quantifies the change in column water vapor as a function of height. There was little change in the 0-1 km layer throughout this 4 day period however significant changes are evident in other layers.

In general, figure 4 shows that the 0-1 km layer changes very little during the 4-day sequence while precipitable water vapor (PW) contributions from the other layers varies appreciably. This indicates that most of the boundary layer moisture was under local control (evaporation from the sea surface) while middle and upper tropospheric moisture was greatly influenced by the subsidence associated with hurricane Bonnie. For example, between the nights of August 21 and 22, the largest differences in precipitable water vapor occurred in the 2-3 km layer with values changing from 8-10 mm to 4-6 mm. An interesting exception to the depletion of PW at higher altitudes is seen in the 2-3 km layer on the night of August 24 at approximately 0400 UT when rain influenced the local water vapor environment increasing PW values from approximately 5 mm to approximately 10 mm. This indicates that a significant amount of rain likely evaporated before striking the ground. (There is actually a small enhancement to the PW measurements during rainfall due to Raman scattering from liquid in the rain droplets [4]. We estimate that this effect increased the precipitable water vapor values in the rainfall by approximately 1-2 mm.)

5 Cirrus cloud optical depth measurements

Accurate measurements of sea surface temperature and total precipitable water vapor are needed to improve hurricane track and intensification forecasting. Satellites offer the best chance of providing operational data as input to hurricane models. However, it is well known that the presence of cirrus clouds can pose problems for satellite retrievals. This is because thin cirrus clouds, while having small infrared emissivities, can be very cold. Emission from these clouds can cause significant changes in satellite radiances compared to a cloud-free scene. A comparison of Raman lidar cirrus cloud optical depth measurements with retrievals of surface temperature and total precipitable water vapor from GOES-8 will now be performed to study the influence of thin cirrus on these satellite retrievals. The same 4-day period
associated with the passage of hurricane Bonnie will be considered.

The technique for calculating cirrus cloud optical depth using Raman lidar will first be briefly described. Then the magnitude of the influence of multiple scattering on these calculations will be quantified. The optical depth values obtained in the UV will then be translated to the IR. A simple radiative transfer model will then be used to quantify the anticipated radiance seen by GOES satellite under varying cirrus conditions. Comparisons of the predictions of this model with values derived using the split window technique [27] will then be presented. Lidar measured TPW will also be compared with TPW retrieved from GOES data.

5.1 Optical depth calculations using Raman lidar

The optical depth calculation from Raman lidar is based on the molecular nitrogen signal which shows enhanced attenuation due to the presence of a cirrus cloud. The amount of this attenuation can be converted to optical depth once the atmospheric density is known. The equation which yields optical depth is obtained by integrating the equation for aerosol extinction [1] and can be written as

\[
\int_{r_1}^{r_2} [\alpha(\lambda_L, r) + \alpha(\lambda_N, r)] \, dr = \ln \left( \frac{r_2^2 N_N(r_2)}{r_1^2 N_N(r_1)} \right) P(\lambda_N, r_2) - \int_{r_1}^{r_2} [\alpha_{mol}(\lambda_L, r) - \alpha_{mol}(\lambda_N, r)] \, dr \quad (1)
\]

where \( r_1 \) is the base of the cloud, \( r_2 \) is the top of the cloud, \( \lambda_L \) is the laser wavelength (351.1 nm), \( \lambda_N \) is the wavelength of the Raman nitrogen signal (382.4 nm), \( \alpha(\lambda_N, r) \) is the cloud extinction coefficient as a function of wavelength and range, \( N_N(r) \) is the number density of atmospheric nitrogen (using the full atmospheric number density is equivalent) as a function of range, \( P(\lambda_N, r) \) is the lidar Raman nitrogen signal and \( \alpha_{mol}(\lambda_N, r) \) is the extinction coefficient due to molecular scattering obtained from radiosonde data. Lidar measurements in cloud-clear regions indicated that aerosols did not contribute to the optical depths measured at cirrus altitudes. Also, at these wavelengths, gaseous absorption is negligible and need not be included.

Equation 1 yields the two-way optical depth which is the fundamental quantity measured by the Raman lidar. To convert this to a one-way optical depth, the wavelength scaling of cloud particle scattering must be considered. Assuming an Angstrom coefficient of \( k = 0 \) in the following equation

\[
\frac{\alpha(\lambda_L, r)}{\alpha(\lambda_N, r)} = \left( \frac{\lambda_N}{\lambda_L} \right)^k
\]

which is valid for cirrus particles that are typically very large with respect to the laser wavelength of 351 nm, the one-way optical depth at 351 nm is just one half of the two way optical depth shown in equation 1.

However, equation 1 does not account for any multiple scattering that may occur in the cloud. The influence of multiple scattering is mainly due to one or more forward scattering events accompanied by a single backscatter event [8]. Multiple scattering is much more likely when large particles are encountered because of the intense forward scattering diffraction peak associated with these particles. This forward scattered component is added back into the beam and decreases the apparent attenuation of the beam. Thus the influence of multiple scattering is to decrease the optical depth measured by lidar compared to the actual value. Lidar parameters such as the telescope field of view (2 milliradians for the SRL) and the laser divergence (1 milliradian) also influence the multiple scattering component of the signal. The influence of multiple scattering on the Raman lidar measurements of optical depth during the hurricane Bonnie passage period of August 21 - 24 will now be studied.

5.2 Multiple scattering calculations

In order to estimate the magnitude of multiple scattering in these cirrus cloud measurements, the formulation developed by Eloranta [8] has been used. The ratio of double and triple scattering to single scattering can be expressed as

\[
\frac{P_2(R)}{P_1(R)} = \frac{P_2(\pi, R)}{P_1(\pi, R)} \left[ 1 - \exp \left( -\frac{\rho_2^2 R^2}{\rho_1^2} \right) \right] \left\{ \tau - \int_0^d \beta_s(x_1) \exp \left( -\frac{\rho_2^2 R^2}{x_1^2 \Theta_s^2(x_1) + \rho_1^2 R^2} \right) \, dx_1 \right\} \quad (2)
\]

\[
\frac{P_3(R)}{P_1(R)} = \frac{P_3(\pi, R)}{P_1(\pi, R)} \left[ 1 - \exp \left( -\frac{\rho_3^2 R^2}{\rho_1^2} \right) \right] \times \left\{ \tau - \int_0^d \int_{x_1}^d \beta_s(x_1) \beta_s(x_2) \exp \left( -\frac{\rho_2^2 R^2}{x_1^2 \Theta_s^2(x_1) + x_2^2 \Theta_s^2(x_2) + \rho_1^2 R^2} \right) \, dx_1 \, dx_2 \right\} \quad (3)
\]

where

- \( \rho_1^2, \rho_2^2, \rho_3^2 \) are the lidar, aerosol, and molecular scattering half-angle radii, respectively.
- \( \Theta_s(x) \) is the bidirectional reflectance distribution function (BRDF).
- \( \tau \) is the total optical path length in the cloud.
- \( d \) is the cloud depth.
- \( \beta_s(x) \) is the single scattering albedo.
where

$$
\tau = \int_0^d \beta_s(x) \, dx
$$

is the optical depth. In these equations, $P_n$ is the signal intensity due to $n$th order scattering, $P_n(\pi, R)/P_1(\pi, R)$ is the ratio of phase functions in the backscatter direction encountered by an $n$th - order scattered photon and a singly scattered photon. For Raman backscatter, this ratio is equal to 1.0 due to the broad nature of the molecular phase function near the backscatter direction. The telescope half angle field of view is $P_t$, $P_t$ is the laser half angle divergence, $d$ is the depth of penetration into the cloud determined by the location of the backscattering event, $\beta_s$ is the extinction coefficient, and $\Theta_a$ is the $1/e$ diffraction peak angular half-width. These equations have been slightly reformulated from the published version in a manner that allows for more efficient numerical calculation (Edwin Eloranta, University of Wisconsin, private communication, January, 2000). An estimate of the diffraction peak angular width for cirrus particles can be made by determining the first zero of the scattering amplitude for a circular disk which is given by [2]

$$
S(\theta) = x^2 \frac{\cos(\theta) J_1(x \sin \theta)}{2 x \sin \theta}
$$

(4)

Here $\theta$ is the scattering angle measured with respect to the forward direction, $x$ is the size parameter of the spherical particle defined as the circumference divided by the radius and $J_1$ is the first Bessel function of the first kind.

Examination of equations 2 and 3 indicates that in order to calculate the influence of multiple scattering on real lidar measurements, one needs to know the true optical depth and the angular width of the diffraction peak which is a function of particle size. These quantities are not known in advance so in order to estimate the influence of multiple scattering on Raman lidar measurements of cirrus optical depth, results from in-situ measurements and modeling studies were used.

In-situ measurements of cirrus clouds indicate that particles can range in size from perhaps 10 microns at the tops of cold clouds to several hundred microns in warm cirrus clouds and in fall streaks [20]. For the cold cirrus clouds which are studied here, effective radii in the range of 10-20 microns are typical [36]. Recent work [15] has shown that, for many radiative transfer calculations including those of multiple scattering, using a collection of equal radius spheres to represent a single non-spherical ice particle can yield Mie calculations which closely approximate the results of exact ray trace solution for ice crystals. The sphere radius and the number of spheres in the collection are chosen such that the ratio of volume to area of the collection equals that of the single ice particle. Thus, to use equation 4 to calculate the diffraction peak angular width of an ice particle, it is the radius associated with the equal volume/area collection of spheres that is appropriate. Although we expect much smaller particles in the cirrus clouds studied here, we investigated multiple scattering due to a range of particle sizes up to 160 microns in radius as a part of this investigation.

Modeling studies indicate that realistic values of the cirrus extinction to backscatter ratio cover a range of approximately 5-20 [1] [28]. For a given extinction to backscatter ratio, the corresponding true optical depth can be found by multiplying extinction to backscatter by the Raman lidar aerosol backscatter coefficient and integrating through the cloud. This can be done since the backscattering coefficient has very little multiple scattering influence. (In measurements that involve a ratio of Raman signals, the multiple scattering cancels completely while for the ratio of particle to molecular scattering used to calculate the cirrus cloud backscatter coefficient [33], the influence of multiple scattering is much less than 1% [30]).

As a typical example of multiple scattering in Scanning Raman Lidar measurements in a cirrus cloud, the combination of extinction to backscatter ratio of 5 and mean particle diameter of 40 microns was used in figure 5. This figure also shows the cirrus cloud backscatter coefficient as a function of range measured on the night of August 23, 1998. Two portions of the cloud are shown: one that is optically thin (measured optical depth $\approx 0.1$) on the left and on the right one that is among the most optically thick measured on August 23 (OD $\approx 0.7$). Also plotted are the ratios of second and third order multiple scattering to single scattering for the Raman nitrogen measurement. The magnitude of third order multiple scattering was less than 5% of the second order scattering in both of these cases. The total multiple scattering shown in figure 5 (second + third order) corresponds to differences between measured and true optical depths of approximately 0.004 (4%) and 0.04 (~6%) for the thin and thick cases, respectively.

For the parameters of the SRL instrument of 1 milliradian laser divergence and 2 milliradian field of view, the multiple scattering influence for both double and triple scattering did not increase for particles with radii larger than
is the mean cirrus cloud radiating temperature. The first term in equation 5 is the surface contribution to the satellite function, $A_t$ is the wavelength of the satellite instrument channel, and $\epsilon_\text{s}$, $\epsilon_\text{c}$, $T_\text{s}$, and $T_C$ are surface emissivity, surface temperature, cloud emissivity and cloud temperature, respectively. The model equation is using a log scale with values ranging from approximately $3 \times 10^{-4}$ and $3 \times 10^{-2}$ (km-lsr$^{-1}$).

By noting that the optical depth limit for visual detection of cirrus during the daytime has been determined to be < 0.03, test the sensitivity of satellite retrievals to the presence of cirrus clouds. On this night the measured optical depth at the lidar backscatter coefficient image is shown in figure 7. Here the backscatter coefficient is shown for surface emissivity, surface temperature, cloud emissivity and cloud temperature was used. For these large particle test cases, multiple scattering should not influence the optical depth measurement significantly. This disagrees with the results of an earlier study [30] which indicated that the optical depth of a thin cirrus cloud (OD $\lesssim 0.1$) measured by a Raman lidar can be expected to be approximately one-half of the actual value due to multiple scattering. The results here indicate that this amount of error at cloud base would occur only if large particles are found at the base of the cloud. Thus, it is not true in general that Raman lidar measurements of small optical depths have large errors.

Based on the multiple scattering studies performed here and assuming a distribution of particle sizes typical of cold cirrus clouds, we estimate that these Raman lidar measurements of optical depth are from a few percent up to 20% less than the actual cirrus optical depth.

### 5.3 Hurricane Bonnie cirrus clouds

Raman lidar measurements of cirrus cloud optical depth (at 351 nm) acquired at the Andros Island ground site for the nights of August 21 - 24 are presented in figure 6. The values have been increased by 10% over the lidar measured values to estimate the influence of multiple scattering. The error in optical depth due to this multiple scattering correction is approximately $\pm 10\%$. A 10-minute running average of lidar data has been used for these calculations. The error bars plotted indicate the uncertainty of the measurement according to Poisson statistics.

The lidar data were also used to calculate cirrus altitude and geometrical thickness. These measurements indicate cirrus top height ranged from a minimum of approximately 9 km at 0530 UT on August 21 when the cloud thickness was approximately 5 km (optical depth approximately 1.4) to approximately 16 km at 0900 UT on August 24 when the thickness was less than 1 km (optical depth less than approximately 0.01). There were times when lidar optical depth measurements were not possible. These were due to rain (after 0600 on August 21), system filter changes (0200-0245 on August 21 and 0200-0330 on August 22), low clouds (0500 - 0600 on August 24). The other period of no data occurs after 0600 UT on August 22 and indicates that no cirrus were detected by the lidar during this time.

Because of the range of optical depths covered, the measurements of August 23 provided a convenient dataset to test the sensitivity of satellite retrievals to the presence of cirrus clouds. On this night the measured optical depth at 351 nm ranged from a minimum of much approximately 0.01 to a maximum of approximately 0.7. (It is interesting to note that the optical depth limit for visual detection of cirrus during the daytime has been determined to be $\lesssim 0.03$ [24]). The lidar cloud backscatter coefficient image is shown in figure 7. Here the backscatter coefficient is shown using a log scale with values ranging from approximately $3 \times 10^{-4}$ and $3 \times 10^{-2}$ (km$^{-1}$sr$^{-1}$).

In order to estimate the radiative effects of these cirrus clouds, a simple radiative transfer model which accounts for surface emissivity, surface temperature, cloud emissivity and cloud temperature was used. The model equation is

\begin{align}
R_{\text{sat}} &= (1 - \epsilon_\text{c}) \epsilon_\text{s} \beta(\lambda_{\text{sat}}, T_\text{s}) + \epsilon_\text{c} \beta(\lambda_{\text{sat}}, T_C) \\
&= (1 - \epsilon_\text{c}) \epsilon_\text{s} \beta(\lambda_{\text{sat}}, T_\text{s}) + \epsilon_\text{c} \beta(\lambda_{\text{sat}}, T_C) \\
&= (1 - \epsilon_\text{c}) \epsilon_\text{s} \beta(\lambda_{\text{sat}}, T_\text{s}) + \epsilon_\text{c} \beta(\lambda_{\text{sat}}, T_C)
\end{align}

where $R_{\text{sat}}$ is the predicted satellite irradiance (W m$^{-2}$ sr$^{-1}$ $\mu$m$^{-1}$), $\epsilon_\text{s}$ is the cirrus cloud emissivity calculated from $\epsilon_\text{s} = (1 - e^{-\tau_c})$ where $\tau_c$ is the cirrus infrared optical depth, $\epsilon_\text{c}$ is the surface emissivity, $\beta(\lambda, T)$ is the Planck function, $\lambda_{\text{sat}}$ is the wavelength of the satellite instrument channel, $T_\text{s}$ is the surface radiating temperature and $T_C$ is the mean cirrus cloud radiating temperature. The first term in equation 5 is the surface contribution to the satellite irradiance and the second term is the contribution due to the cirrus cloud. The satellite effective brightness temperature $T_{\text{sat}}$ is then obtained numerically from the Planck function for the value of $R_{\text{sat}}$. Averaging over the GOES 11 and

approximately 75 microns independent of the extinction to backscatter ratio used. For these large particle test cases, double and triple scattering resulted in errors in optical depth of approximately 40% and 10%, respectively.

For large particle scattering, the forward scattered diffraction peak accounts for 50% of the total scattered light. For particles larger than 75 micron radius, double and triple scattering added up to this maximum value indicating that the contribution of higher scattering orders was insignificant and that essentially all of the forward scattered light remains in the field of view of the telescope. Thus, triple scattering contributed at most 25% of the total multiply scattered signal.

By examining various test cases covering a range of particle radii (5-160 micron) and extinction to backscatter ratios (5-20), it was estimated that triple scattering contributes less than 10% of the total multiple scattering signal in these cirrus clouds. Higher scattering orders contribute negligibly. These results agree with previous studies [30] which also concluded that second order scattering dominates the multiply scattered signal in cirrus clouds.

For some combinations of small particles, small extinction to backscatter ratios (and thus small optical depths), there was very little enhancement of the signal due to multiple scattering. This implies that, for thin cirrus clouds comprised of small particles, multiple scattering should not influence the optical depth measurement significantly. This disagrees with the results of an earlier study [30] which indicated that the optical depth of a thin cirrus cloud (OD $\lesssim 0.1$) measured by a Raman lidar can be expected to be approximately one-half of the actual value due to multiple scattering. The results here indicate that this amount of error at cloud base would occur only if large particles are found at the base of the cloud. Thus, it is not true in general that Raman lidar measurements of small optical depths have large errors.

Based on the multiple scattering studies performed here and assuming a distribution of particle sizes typical of cold cirrus clouds, we estimate that these Raman lidar measurements of optical depth are from a few percent up to 20% less than the actual cirrus optical depth.
Figure 5: Second and third order multiple scattering calculated for two portions of the cirrus cloud measured on the night of August 23. Also shown is the cloud backscatter coefficient. On the left is shown the results of these calculations for an optically thin segment of cirrus with OD $\approx 0.1$ for a particle diameter of 40 microns and an extinction to backscatter ratio of 5. On the right is shown the results using the same multiple scattering parameters for the optically thickest part of the cirrus during the night with OD $\approx 0.7$. Note the change in scale between the left and right figures. Based on studies such as this, it was concluded that 1) double scattering is the dominant source of multiple scattering in cirrus clouds and 2) the errors due to multiple scattering in these lidar measurements of cirrus cloud optical depth range from a few percent up to 20%. (Note the scale change between the two figures)
Figure 6: Four night sequence of cirrus optical depth as measured by the Scanning Raman Lidar. Values reported are for 351 nm and have been adjusted for the estimated effects of multiple scattering. The error bars reported are those calculated from Poisson statistics based on the strength of the lidar signal. Note that the optical depth scale changes for each of the plots.
Figure 7: Scanning Raman Lidar measurements of cirrus cloud backscatter coefficient on the night of August 23, 1998 at Andros Island.
12 micron channel filter widths is required since the index of refraction of ice varies significantly in this region of the spectrum [31].

The purpose of this equation is not to yield highly accurate values of satellite radiance but rather to study the influence of varying cirrus optical depths on those radiances. Toward that end, the values used in equation 5 were: $\varepsilon_c = 0.95$, $T_c = 302$ K obtained from GOES during a cloud-clear period, $\overline{T}_c = 214$ K obtained from radiosonde measurement.

In order to use the lidar measured optical depths for infrared radiative transfer calculations, the optical depths must be translated to the IR. The ratio of visible (532 nm from a Nd:YAG laser) to infrared cirrus optical depth has been shown to vary between approximately 1.6 and 2.4 [35] [5]. This ratio depends on particle size and, due to the changing values of the index of refraction of ice, the exact spectral locations that are being compared. These studies have indicated that the values for 11 microns typically are larger than for 12 microns.

To study the ratio of UV/IR cirrus optical depths, the same approach described in Wylie et. al. [35] was used where the cirrus IR optical depth $\tau_c$ can be approximated using the following equations.

$$\tau_c = -\ln (1 - \varepsilon_c)$$
$$\varepsilon_c = \frac{T^{4}_{c} - T^{4}_{atm}}{T^{4}_{c} - T^{4}_{str}}$$

In these equations, $T_{str}$ is the blackbody brightness temperature for a clear GOES pixel. Using the GOES brightness temperatures during the night of August 23 which are shown later in figure 9, the ratio of UV (351 nm) and IR (at the GOES 11 and 12 micron channel positions) cirrus cloud optical depth was evaluated using equations 6 and is shown in figure 8.

The mean values for the ratio of optical depths shown in figure 8 are 1.6 ± 0.6 at 11 microns and 1.4 ± 0.5 at 12 microns. While there is significant uncertainty in these values due to the small sample size, these results point to the conclusions that 1) the 11 micron ratio is larger than the 12 micron ratio which is consistent with the VIS/IR ratio studies mentioned earlier and 2) these UV/IR values are approximately 20% lower than the VIS/IR ratios. Both of these results can be related to the size of the ice particles in the cloud.

Depending on the size of the crystal, ice particle extinction efficiency can change quite significantly between 11 and 12 microns due to the large changes in index of refraction of ice in this spectral region [36]. When small ice crystals are involved (10-20 microns in radius), the extinction efficiency at 12 microns is significantly larger than at 11 microns. This effect has been observed in thin cirrus clouds using Nimbus-4 data [19]. Therefore, the results of figure 8 which show an 11 micron UV/IR optical depth ratio which is larger than the 12 micron ratio can be an indication of small particle sizes in these cold clouds (-55°C to -70°C). For very large diameter crystals such as would be expected in cirrus uncinus, the extinction efficiencies at 11 and 12 microns should be quite similar so that one would expect the two curves in figure 8 to overlay each other. It should be mentioned, however, that since smaller crystals are expected at the tops of the clouds, the conclusion of small ice crystals based on the IR data could be influenced by a top-of-cloud bias in the IR radiances. Because of this possible bias, the location of the instrument making the IR measurement of optical depth, whether on the ground [5] or from satellite [35], must be considered in the analysis. With this in mind, the difference between the UV/IR optical depths ratios determined here and the VIS/IR optical depth ratios determined before [5] [35] are likely related to both the particle sizes in the cirrus clouds that were studied and to the techniques used to derive the IR optical depths. We will study this ratio with more GOES comparisons in the future, but, for this study, we have used the values of 1.6 and 1.4 as the scaling factors to adjust the lidar measured optical depths to those appropriate for the GOES 11 and 12 micron channel positions.

Figure 9 shows the brightness temperatures calculated from equation 5 and the Planck function using the parameters described above for both the 11 and 12 micron GOES channels (long dash and dot-dot-dash lines, respectively). Also plotted are the actual GOES 11 and 12 micron channel brightness temperatures (closed boxes and triangles) and the retrieved skin surface temperature using the split-window physical retrieval technique [27] (open triangles). No cloud screening was performed in these retrievals. Therefore, the GOES brightness temperatures and the subsequent retrievals have the effects of cloud-contamination implicitly in them. This is done for the GOES pixel that contains the lidar location (on the left in the figure) and for the adjacent pixel 10 km to the east of this location (on the right) and thus completely over the ocean. (The cirrus optical depth is plotted for comparison in figure 10).

There are several points that can be made from this figure. Despite the sampling issues relating to the comparison of 10-minute averages of lidar data and 10 km satellite pixels, these simple model calculations capture the main features...
Figure 8: The ratio of optical depth at the laser wavelength of 351 nm and the GOES 11 and 12 micron channel positions determined using the technique of Wylie et. al.
Figure 9: Comparison of GOES 11 and 12 micron channel brightness temperatures and model calculations for the satellite pixel directly over the lidar site (left) and the pixel 10 km to the east of the site (right). Also plotted are the retrieved skin surface temperatures using the split-window technique. The model assumes constant surface and cloud temperatures. The two pixels show generally good correlation of features. It is evident that even very thin cirrus clouds influence satellite radiances. For comparison, the cirrus optical depth values are in the next figure.
observed in the satellite brightness temperatures. Also, the pixels over land (left) and over water (right) show good
general agreement indicating that the constant surface temperature assumption in the model retrievals is reasonable.
That being the case, the third point is that, for both of these pixels, the changing cirrus cloud optical depth is the
dominant factor causing fluctuations in the satellite brightness temperatures. This influence lasts until approximately
0900 UT as indicated by the general slope in the model predictions toward higher brightness temperatures. Taking
0900 UT as an estimate of the first time during the measurement period when the satellite brightness temperatures were
uninfluenced by the presence of cirrus, the IR optical depth threshold above which the presence of cirrus significantly influences GOES satellite brightness temperatures is estimated to be 0.02. It is again interesting to note the 0.03 optical
depth limit for visual detection. It is reasonable to expect that a cirrus cloud that can not be seen by the naked eye
might also have little radiative impact on satellite measurements.

This result can be compared to those of Wylie and Menzel [34] in their study of VAS data in which they concluded
that 50% of the clouds with IR optical depths of 0.1 or less went undetected. If this statistic is representative of the
current state of cloud detection algorithms, it seems evident that the probability of undetected cirrus significantly
influencing satellite data is high.

The corresponding precipitable water retrievals using the split-window technique are shown in figure 10. In this
figure, the lidar-derived precipitable water and the cirrus optical depth measurements (adjusted to the IR) are also
plotted. The lidar measurements indicate that the TPW changed relatively little during the measurement period. All
significant variation in the retrieved TPW from GOES is attributed to the influence of cirrus.

It is clear from figure 10 that the cirrus-induced errors in the retrieval of TPW are larger than and in opposite
direction to those in skin temperature shown in figure 9. Increases in cirrus optical depth depress the retrieved surface
temperature and elevate the retrieved TPW. A simple explanation for this effect can be obtained by considering the
adjustments in the derived values of surface temperature or precipitable water required to account for the change in
radiance due to the presence of cirrus. Due to the T^4 dependence of blackbody radiant energy, small reductions in
retrieved surface temperature can explain the reduced brightness temperatures of a cirrus cloud contaminated scene.
However, large increases in precipitable water are required to bring about comparable reductions in brightness
temperatures since the precipitable water is concentrated near the surface and is characterized by a radiating temperature
that contrasts with the surface temperature much less than do cirrus cloud temperatures.

6 Summary and Conclusions

The NASA/GSFC Scanning Raman Lidar (SRL) was stationed at Andros Island, Bahamas during August - September,
1998 as a part of the third Convection and Moisture Experiment (CAMEX-3) hurricane study program. Lidar
measurements of water vapor and cirrus clouds have been compared with various other sensors during the four day
period of August 21 - 24 when hurricane Bonnie passed near the island. The relative calibration of the instruments
was compared. The Cimel sun photometer was found to exhibit a wet bias of approximately 10% compared with the
baseline measurement of precipitable water from the GPS using GAMIT processing. Differences between the GAMIT
and Bernese processing of approximately 3% with the Bernese technique producing wetter results are attributed to
minor differences in data processing strategies.

The evolution of the precipitable water vapor during this period was studied revealing two drying episodes related
to hurricane-induced mid-tropospheric subsidence. Using the SRL profiling capability, the evolution of precipitable
water was studied by layers indicating that the predominant changes in column water occurred above 1 km. There also
was evidence of mid-tropospheric humidification due to rainfall on August 24.

The evolution of cirrus cloud geometry and optical depth was studied as well. The influence of multiple scattering
on the lidar measurements was first studied with the conclusion that the lidar measurements are from 0-20% less
than the real optical depth. These multiple scattering studies indicated that, for low optical depth clouds containing
small particles, the errors due to multiple scattering can be insignificant. After converting the UV optical depths to
IR optical depths based on a comparison of SRL optical depth and GOES brightness temperatures, the predictions of
satellite brightness temperatures from a simple radiative transfer model were compared with actual GOES brightness
temperatures. These predictions indicated that satellite radiances are noticeably affected for cirrus optical depths
above approximately 0.02. Larger errors were induced in the retrieved precipitable water than in the retrieved skin
temperatures.

An important conclusion of this effort is that satellite retrieval algorithms need to be able to detect the presence
of cirrus clouds with optical depths as small as 0.02 in order to avoid significant influences on satellite radiances and
thus potential errors in retrievals. Improved satellite measurement strategies such as the 1.375 µm cirrus channel of
Figure 10: Retrieved precipitable water from GOES for the satellite pixel directly over the lidar site (left) and the pixel 10 km to the east of the site. Also plotted are the SRL measurements of precipitable water and cirrus optical depth. The correlation between retrieved PW and optical cirrus depth is clear.
the MODIS instrument (http://modarch.gsfc.nasa.gov/MODIS/) on the recently launched Terra satellite are needed to improve satellite sensitivity to cirrus. Studies similar to that performed here are needed to determine the effectiveness of these new approaches to cirrus detection from satellite.
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